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A new technique to maintain sound
and picture synchronization

D.G. Kirby (BBC)

M.R. Marks (BBC)

It is becoming more common to see
television programmes broadcast
with the sound and pictures out of
synchronization.  Such timing errors
can occur very easily today, due to
video and audio signals being
processed separately, for example by
synchronizers and video effects
units.

The BBC has been concerned with
signal synchronization for some time
and has explored various techniques
to control it.  The most promising
approach uses delay codes, carried
within the signals themselves, to
indicate the amount of delay which
each signal has experienced.  These
codes are updated whenever a signal
is further delayed by equipment, and
therefore they indicate the extent of
the mistiming between sound and
vision at any point in the production
chain.

When required, typically at the point
of recording or transmission, the
accumulated delay values are read
from the signals and used to apply a
compensating delay to re-synchronize
the sound and pictures.

1. Introduction

As the sophistication of video and audio equip-
ment increases, so – almost inevitably – does the
delay experienced by the signals passing through
them.  Unless great care is taken to match the
delays in the audio and video paths, any small
differences can rapidly accumulate and lead to a
distracting loss of synchronization between sound
and picture (most notably, loss of “lip-sync”).  This
is already becoming a widespread problem in
television production and it affects all types of
programmes, including live and pre-recorded
material, and films.  There are an increasing num-
ber of instances where programmes are broadcast
with a noticeable error in synchronization; as low
bit-rate audio and video coding systems become
more widely available, so the scope for such tim-
ing errors will increase considerably.

At present, piece-meal solutions to this problem
have been employed using isolated audio delays to
compensate for delays in the video, but this Original language: English.
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approach can only offer a partial solution.  For ex-
ample, digital video effects units (DVEs) are nor-
mally switched in and out of circuit when required
for the programme.  For the time that the DVE is
selected before the effect, to when it is deselected
afterwards, the video is delayed by typically 40 ms
and loses synchronization with the audio.

An alternative approach to control this problem,
based on a proposal made by BBC Studio Opera-
tions, Television1, is described here.  In this
approach, the delay to both the video and audio
signals is allowed to accumulate as they each pass
through an area, but a numeric code is added to the
video signal (and possibly the audio signal, if digi-
tally transmitted) to signify the total delay encoun-
tered.  At strategic points, such as at the studio out-
put or network control centre, the numeric codes
are extracted from the signals to give the accumu-
lated error at that point.  An appropriate correction
can then be applied to re-establish synchronization
prior to recording or transmission.

Equipment has been developed to demonstrate this
procedure and has been successfully used in the
News Studio at the BBC’s Television Centre in
West London.  Following the success of this field
trial, additional studios and equipment are now
being equipped with the system to give wider cov-
erage and control of timing errors in the BBC’s
broadcast chain.

2. Current approaches

Currently the problem of maintaining correct
audio synchronization is addressed in one of three
ways:

– allowing the signals to pass uncorrected;

– applying a fixed correction;

– using a tracking “A/V sync” audio delay.

The first approach is probably used more frequent-
ly than it should be and soon leads to a significant
accumulation of small errors which may only be
acceptable individually.  The second method can
be used for a fixed signal route where the delay can
be measured or, alternatively, where a variety of
signal delays may occur as routeings change, with
a fixed delay offering a compromise correction.
The third approach uses an audio delay which
automatically tracks the difference in the timing of
the input and output video signals across an item of
video equipment, i.e. the difference in timing of
the video is measured and applied to the audio.

1. and in particular, Mr. Larry Goodson.

This is frequently used with video synchronizers
where the delay required will change with time and
as different remote sources are selected.

Clearly the first approach is inadequate.  The other
two require the expense of installing many audio
delays and the audio quality will degrade owing to
the cascaded conversions in these delays.  The
third method additionally suffers from the practi-
cal difficulty that both the audio and video signals
must be brought together at the tracking delay.  As
installations frequently have video and audio in
separate technical areas, this presents a significant
additional complication.

Fig. 1 shows the typical studio arrangement used
at present.  A tracking delay corrects the audio for
remote source 1 but no correction is applied to
remote source 2.  A reverse cue feed is provided to
remote source 1, but this is unsatisfactory because
it is fed back after the tracking delay has been add-
ed, causing disturbance to commentators who are
able to hear their own voices delayed.

The digital video effects unit causes another prob-
lem as it generally introduces a further 40 or 80 ms
delay into the video chain.  This delay cannot be
corrected, as the DVE is not always in circuit but
is switched in and out as required.  Hence, when-
ever the DVE is selected, synchronization is lost.

Considering just this simple arrangement, it is
clear that there is significant scope for unintention-
ally introducing sound-to-picture timing errors; in
a fully equipped studio complex, the problem soon
becomes almost impossible to control.

3. A new approach

Various ideas to control this situation have been
considered; the most promising solution which
was felt to be worthwhile investigating involves
carrying an indication of audio/video mistiming
within the video signal itself, e.g. within the verti-
cal blanking interval (VBI).  Where a video signal
is correctly timed with its audio, it carries either no
code or a code indicating zero offset.  As the video
signal passes through a device which introduces
significant delay, the code is modified to reflect the
additional delay which is being incurred.  Thus as
the video and audio signals pass through a produc-
tion area, the delay code is updated each time either
signal encounters a significant additional delay to
indicate the cumulative timing error up to that
point.

Where a significant audio delay is introduced (for
example, by audio coding equipment) the accumu-
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lated delay code must be reduced by the corre-
sponding amount.  In cases where the audio is
delayed more than the video, this will result in a
negative delay code being carried.  An alternative
implementation, where AES/EBU digital audio
signals are being used, could carry a similar audio
delay code in the embedded user bitstream.  This
would avoid the need to modify the code in the vid-
eo signal as audio delays are encountered, and
would give a separate indication of the accumu-
lated audio delay.

At any point in the signal path, the video delay
code (or the difference between video and audio
delay codes) represents the current mistiming be-
tween the video and audio.  At significant points in
the area, such as the studio output, the delay code
can be read and used to set an audio delay to re-
establish correct synchronization.  This device
must be capable of changing the delay inaudibly,
and as rapidly as possible.  Once the correction has
been applied, the delay code is set to zero or
blanked from the signal.

Figure 1
Typical audio and

video configuration
within a studio.
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As the delay code will always reflect the accumu-
lated delay that has occurred, changes of signal
source or route are of no consequence; the audio
delay required at the output to synchronize the
sound and vision signals will be determined in real
time by the inserted delay code.  It should be noted
that it is not necessary to insert codes on all signals,
as the absence of a code implies that no delay has
been encountered and hence no correction is re-
quired.  Only signals which encounter a delay (and
may therefore become mistimed with their corre-
sponding audio or video signal), will require a
delay code to be inserted.

4. Using the delay codes

4.1. Basic operation

Before considering the operation of the system in
more detail, it may be clearer to consider how the
delay codes are implemented in the simple case of
a video synchronizer.  Fig. 2 shows the arrange-
ment employed.

The delay code inserter first extracts any delay
code information already present on the incoming
video signal.  The local delay introduced by the
synchronizer itself is signalled directly to the delay
code inserter by using a data connection, or similar
arrangement.  The total delay, i.e. the sum of the in-
coming and the local delay values, is re-inserted
into the video signal as it passes from the synchro-
nizer through the code inserter to the video output.
The delay code which is inserted into the video
signal will therefore always follow the delay intro-
duced by the synchronizer.

It can be seen from this description that the delay
code does not pass through the synchronizer itself;
it is therefore not a requirement for the synchroniz-
er to be transparent to the inserted data.  (Other

equipment such as the vision mixer, however, is
required to pass the delay codes.)

4.2. Operation within a studio area

The operation of this simple arrangement within a
basic studio is shown in Fig. 3.  In this arrange-
ment, two video synchronizers and a stills store
supply signals to a vision mixer which also has a
video effects unit associated with it.  The two video
synchronizers and the DVE are fitted with delay
code inserters, as already described.  For clarity,
the delay code inserter equipment has been split
into functional elements, labelled “A”, “B”, “C”
and “D” in Fig. 3.

Tracing the route taken by remote source 1 illus-
trates the operation of the system.  The incoming
signal first enters the delay code extracter (labelled
“A”) which extracts any delay information already
present.  The further delay introduced by the syn-
chronizer in re-timing its video signal is indicated
via a data connection to the code updater (“B”),
which calculates the total delay and instructs the
code inserter (“C”) to insert the appropriate data
into the synchronizer’s output video.  In addition,
known timing errors, introduced perhaps by a con-
tribution link, can be added to the code by the use
of switches on the code inserter.

When this source is selected by the vision mixer
it passes through to the studio output.  However,
before leaving the studio, the signal first passes
through a delay code extracter (“A”) which ex-
tracts the accumulated delay information.  This
value, which now represents the total mistiming
between the sound and vision signals, is passed
to the audio delay device which then changes as
rapidly as possible, but inaudibly, to the required
compensating delay.  Correct synchronization of
sound and picture is then restored.  The delay
code must now be removed or set to zero so that
further correction is not applied downstream;

Figure 2
Video synchronizer
with associated delay
code inserter.
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this is most conveniently done by the processing
amplifier which is normally installed on studio
outputs.

Whenever the selection on the vision mixer
changes, the delay code reader at the studio out-
put extracts the new delay code information
from the video signal and introduces an ap-
propriate audio delay to eliminate the mistim-
ing errors present in the newly-selected vision
source.  If a correctly-timed source is selected,
it will not contain a delay code.  In this case the
lack of code is detected and the compensating
audio delay will change to zero, as no correction
is required.  (In passing, it should be noted that
signals from CCD cameras in the studio could
have a fixed code added to their outputs, to cor-

rect for the video delay inherent in their scan-
ning process.)

4.3. Operation with the DVE

When the digital video effects unit is brought into
use, its input video signals will first pass through
the associated delay code extracter to read any ex-
isting delay information.  The updating of the
delay code will take place as described earlier but,
in this case, it is slightly more complicated because
multiple video sources may be contributing to the
one DVE output.  In order to calculate the most
appropriate delay for the sources in use at that
moment, the DVE unit supplies the code updater
(“B”) with cue data to indicate which input signals
are in use.
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If only one video source is in use, then the delay
code inserter will take codes from that signal.
However, if more than one input to the vision
mixer is selected for processing, the source with
the greatest code value will be used, because the
subjective effect of too great an audio delay is less
severe than having the sound early.  Alternatively,
a weighted average of selected signals could be
taken, or an intermediate delay value which would
maintain all sources within an acceptable range.

In this way the delay code carried by the video sig-
nal will be updated appropriately as the DVE is
switched in and out, and the compensating audio
delay will follow the changes accordingly for the
duration of the effect.

4.4. Picture sources without
sound

A picture-only source, such as a stills store, can use
a unique code value to signify that a delay to its
signal is unimportant.  This special code is passed
unchanged through any subsequent delay code in-
serters, and has the effect of freezing the compen-
sating audio delay at its previous value.  In this
way, whilst this picture source is in use, the audio
delay does not unnecessarily reduce to zero, as
would happen if there were no code on its signal.

The purpose of this refinement is to cover the situa-
tion where the vision cuts to another picture, for
example a graphic, without interruption to the
audio, e.g. a commentary.  Freezing the audio
delay whilst the graphic is shown avoids the inevi-
table momentary loss of synchronization that oc-
curs when the previous picture source (the com-
mentator) is re-selected and the compensating
delay corrects itself back to the previous value.

5. Format of the delay code

5.1. Range and resolution
requirements

Given the relatively low data-rate required in this
application, a simple scheme of conveying the
codes is preferred.  The method adopted must be
suitable for use in analogue and digital video envi-
ronments and should preferably avoid the need to
provide transcoding equipment when changing
between these standards.

The maximum uncorrected delay to be encoun-
tered is unlikely to be significantly greater than
500 ms, and will certainly be less than 1 second
within a studio.  However, in exceptional circum-
stances (such as in the case of some international
contributions), larger values may be needed.  It is
also possible that small negative delays may need
to be transmitted if time-consuming audio proces-
sing has taken place.

The basis of a resolution requirement for the
“international exchange of programmes” is given
in CCIR Recommendation 717 [1]; the maximum
acceptable mismatch is specified as 20 ms for
sound ahead of vision, and 40 ms for vision ahead
of sound.  However, to avoid cumulative rounding
or truncation errors, a better resolution than this is
needed.  A resolution of 1 ms allows at least 20
code inserters to be cascaded before worst-case
errors exceed 20 ms.

After due consideration, a 12-bit code was chosen
to give a delay range of – 511 to + 3583 ms with
a resolution of 1 ms.  A start bit and three preamble
bits have been added to synchronize the reader
(where necessary) and to identify the type of data,
respectively.  This results in a total code length of
sixteen bits.

A2 A1 A0 D11

Colour
burst

D10 D9 D8 D7 D6 D5 D4 D3 D2 D1 D0

Horizontal
sync
pulse

Address
bits

Data bits
Start
bit

This area
re-blanked

1.185 �s This area
re-blanked

Start of
data
line

Video
signal

Line blanking

Approx. 11.0 �s

Logic “1” level

Upper detection
threshold

Lower detection
threshold

Black level &
Logic “1” level

Figure 4
Format of the
inserted data.



19EBU Technical Review Summer 1995
Kirby & Marks

5.2. Conveying the code in
analogue video

For analogue video applications, there are already
several existing standards which can accommo-
date data; for example, teletext, International In-
sertion Data, Insertion Test Signal and Vertical In-
terval Time Code formats.  These have all been
considered for this application but, unfortunately,
are unsatisfactory for various reasons.

In the analogue domain, the simplest method is to
place the data on a spare line within the vertical
blanking interval (VBI) of the video signal.  Space
in the VBI is at a premium after teletext has been
added for transmission, but is normally available
earlier in the broadcast chain, where this delay
code system will be used.

For analogue video a simple format was therefore
produced as shown in Fig. 4.

The choice of which line to use for the code is not
important; it will depend on which lines are avail-
able in a particular installation.

The data carried by this system does not require
heavy protection against errors, as the response time
of the compensating audio delay will tend to filter
out the occasional incorrect code.  A simple
confidence-counting process on continuously-
transmitted codes offers sufficient error protection.

The bit rate chosen is 0.844 Mbit/s as this simpli-
fies the implementation of the system in a digital
environment; it results in a bit width which corre-
sponds closely to 16 component samples
(13.5 MHz sampling) and 21 composite samples
(17.73447 MHz sampling).

An off-screen photograph showing the delay code
within the VBI is shown in Fig. 5.

5.3. Using the code with digital
video

Although the main emphasis of this description
has been directed towards analogue installations,
the technique is equally valid for digital environ-
ments, the only difference being the method
employed to convey the delay data.

The digital video standard, ITU-R Recommendation
BT.656 [2], includes provision for ancillary data and
this facility could be used directly to carry the data
values within the digital video signal.  However, this
may not be the most appropriate method, because
other data areas are available, or a direct representa-

tion of the signal shown in Fig. 4 could be used.  This
latter technique, although wasteful of bit capacity,
avoids the need for special transcoding between for-
mats and is currently being proposed for timecode.
It is therefore not clear, at present, which will be the
best method to convey the data in a digital environ-
ment, or the format to be used [3].  The technique de-
scribed here is, however, equally valid and otherwise
operates in an identical manner.

5.4. Recording the delay codes

There is no reason why the delay codes cannot be
recorded, although VTRs may have to be set to re-
play the data line in the VBI.  However, it would
be normal practice to record only corrected audio,
so that an isolated machine could be used to play
back with correct synchronization.

6. Transparency to the delay
code

Equipment which delays the video or audio does
not need to pass the delay code, because the code
will be read and reinserted in the updating process.
However other equipment, such as a vision mixer,
must not strip the delay code from the vision signal
or render it unreadable.  In tests to date, this has not
been a problem; the studio vision mixers have all
passed the codes in the VBI with little or no recon-
figuration being necessary.

During a fade or wipe, many mixers will pass the
VBI of the original source until the transition is
completed, and then select the VBI of the new
source, passing the new delay code to the output as
required.  It is possible, however, that some mixers
will perform a fade through the whole field,

Figure 5
Off-screen photo-

graph from an under-
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showing the delay
code in the vertical

blanking interval.
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including the VBI.  If a partial fade or wipe is held,
a corrupted data value could be repeated enough
times to be interpreted as a valid delay code.  A
held fade can however be detected easily, as the
resulting mixed data levels will encroach into the
disallowed region between logic “1” and “0”.

If a mixer wipes through the VBI, the situation is
likely to be detected by looking for unexpected
logical transitions and any erroneously-
generated values would have to be repeated sev-
eral times to pass the confidence counting check
and be accepted.  This is only likely to happen if
a wipe is held stationary, but could be detected by
sending the code twice on the same line, where-
upon a held wipe would almost inevitably result
in two different data patterns.

Initial enquiries have also been made to establish
the transparency of digital video products to ancil-
lary data.  As product development is generally
still at an early stage, many manufacturers have not
considered how best to handle such additional
data.  It is nevertheless expected that this issue will
be addressed as developments continue, and trans-
parency to ancillary data will be achieved in most
products as applications demand.

7. Results and future
installations

To test the feasibility of these ideas, six prototype
delay code inserters were built and included a vari-
ety of interfaces to allow connection to video and
audio processing equipment, and audio delays.
After initial tests in various studios, these were
installed in the BBC’s main national news studio

at Television Centre, London.  Five units provided
correction for four synchronizers and a DVE.  The
sixth unit was used to drive an audio delay device
which had been optimized to allow rapid and
inaudible delay changes.

The system worked as expected.  The delay codes
inserted at the output of each synchronizer and the
DVE were routed through to the audio delay
device which corrected the delays, rapidly and
unobtrusively, at the appropriate times.  The cor-
rected audio was used on air, and provided a worth-
while improvement to the quality of the pro-
gramme, even for such a limited installation.

Two unanticipated operational difficulties came to
light during the field trial, both of which were caused
by monitoring feeds derived downstream of the
compensating audio delay.  In the first case, the audio
monitoring feed in the studio control area was taken
from the output of the audio delay device and was
picked up by the talkback microphones and hence
heard by the newsreader in his earpiece.  When an
effect was introduced, or an interview carried out
using a remote source, the system tracked the extra
delay and hence delayed the audio heard in the con-
trol area.  The newsreader then heard himself, now
delayed, in his earpiece.  This is unacceptable for
anything other than short compensating delays.

The second instance where this problem occurred
involved a remote studio which fed into the news
studio.  The output of the news studio was monitored
at the remote studio, for confirmation that its signal
was in use and being received correctly.  The neces-
sary reverse audio feed, taken from the output of the
news studio, had been delayed to maintain correct
synchronization with the video from the remote
studio, which had passed through a synchronizer at
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the input to the news studio.  This situation was dis-
concerting for the remote source, although it did not
represent the true situation; the sound and picture
were correctly timed at the news studio output.

It should be noted that these problems can occur
with other synchronization strategies; they are not
inherent to the system described here.  Any poten-
tial difficulties can be avoided by positioning the
compensating audio delay away from the studio and
closer to the network transmission point, beyond
the point from which all reverse feeds are taken.  It
is this configuration which will be used in future.

Following this field trial, a wider installation of the
equipment is now under way at the BBC’s studios
in Television Centre.  A reduced-cost version has
been developed and 35 of the new units, shown in
Fig. 6, have been manufactured for installation in
the news studio, the central equipment area which
handles all incoming circuits, the network trans-
mission area and up to three other studios.  It is
hoped that this widespread installation will cover
most instances where serious timing errors are
encountered.  In addition, a set of equipment for
outside broadcast use will allow more complex OB
events to be corrected in the same way.

8. Benefits of standardization

The proposal outlined in this paper has also been
put forward, through the EBU and ITU-R, for

consideration amongst broadcasters and equip-
ment manufacturers.  It is hoped that, if a standard
approach can be agreed, then the system can be
incorporated into new video and audio equipment,
minimising the additional costs incurred and
requiring the installation of only the minimum
number of compensating audio delays.  It can be
seen from Fig. 6 that the circuitry required for
these functions is very simple and could easily be
incorporated, by manufacturers, into their own
equipment designs.  This would then avoid the
need for any external units and, as many of the
elements may already be present in the equipment,
this could be at little extra cost.
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