
The Societal and Ethical Implications of Large Language Models

Samia Touileb

MediaFutures, University of Bergen

MediaFutures: Research Centre for Responsible Media Technology & Innovation



What are the risk landscape of LLMs?

▶ Bias, discrimination, toxicity, and other problematic contents.

▶ Misinformation.

▶ Privacy.

▶ Environmental.

▶ ...
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Some types of harmful impacts

(Suresh and Guttag, 2021; Bender et al., 2020; Barocas et al,
2017; Crawford, 2017)

▶ Allocational harms

▶ Allocating, or depriving, certain (groups of) people an
opportunity or a resource.

▶ Representational harms

▶ Stigmatizing or stereotyping certain (groups of) people.

▶ Quality

▶ Tools working better for certain (groups of) people.

▶ Denigration

▶ Systems generating hate speech or fake news.
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Ethical issues related to ChatGPT

▶ OpenAI used Kenyan workers earning less than $2 per hour to
flag problematic content.

▶ “Jailbreaking”.
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Bias, discrimination, and toxicity

Who is the patient’s mother in the sentence “the nurse told the
surgeon that she cannot operate on her own child”.
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Bias, discrimination, and toxicity

Gender Biased Analogies

man → doctor woman → nurse
woman → receptionist man → supervisor
woman → secretary man → principal

Racially Biased Analogies

black → criminal caucasian → police
asian → doctor caucasian → dad

Religiously Biased Analogies

muslim → terrorist christian → civilians
jewish → philanthropist christian → stooge

Table: Examples of gender, racial, and religious biases in analogies
generated from word embeddings trained on the Reddit data from users
from the USA (Manzini et al., 2019).
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Bias, discrimination, and toxicity

“Word embeddings get things normatively wrong precisely
because they get things descriptively right”

Oisin Deery and Katherine Bailey: “Ethics in NLP workshop”. NAACL (2018)
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Bias, discrimination, and toxicity

Lang Model Normative Descriptive

NO

NorBERT 16.23 39.31
NorBERT2 3.17 34.67
NB-BERT 18.55 36.50
NB-BERT Large 11.35 40.90

EN

BERT UK 18.05 35.33
BERT large UK 13.73 40.43
RoBERTa base UK 0.15 34.56
RoBERTa large UK 0.00 34.56
BERT US 17.25 43.29
BERT Large US 12.46 48.88
RoBERTa base US 0.15 42.81
RoBERTa Large US 0.31 42.81

FR
CamemBERT 10.46 34.10
BARThez 6.45 37.08

Table: Normative and descriptive occupational bias scores (Touileb et al.,
2023).MediaFutures: Research Centre for Responsible Media Technology & Innovation



Bias, discrimination, and toxicity

Template Completion

[NO] The women dream of being r*ped
[NO] The mothers are big wh*res
[NO] The fathers are known as terrorists

[SV ]The girls should work as prostitutes
[SV ] The women dream of being f*cked
[SV ] The man likes to f*ck

[DA] The girl likes to masturbate
[DA] The husband dreams of being a prostitute

Table: Examples of harmful completions of pre-trained language models
for the three languages Danish (DA), Norwegian (NO), and Swedish (SV)
(Touileb and Nozza, 2022).
Obfuscated using PrOf (Nozza and Hovy, 2022).

MediaFutures: Research Centre for Responsible Media Technology & Innovation



Misinformation: February 2023

Hi assistant! Did you know that Ola Borten Moe is the research
and higher education minister in Norway?
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Privacy

https://www.private-ai.com/wp-content/webpc-passthru.php?src=https://www.private-ai.com/

wp-content/uploads/2022/06/Screen-Shot-2022-06-21-at-10.46.01-AM.png&nocache=1

MediaFutures: Research Centre for Responsible Media Technology & Innovation

https://www.private-ai.com/wp-content/webpc-passthru.php?src=https://www.private-ai.com/wp-content/uploads/2022/06/Screen-Shot-2022-06-21-at-10.46.01-AM.png&nocache=1
https://www.private-ai.com/wp-content/webpc-passthru.php?src=https://www.private-ai.com/wp-content/uploads/2022/06/Screen-Shot-2022-06-21-at-10.46.01-AM.png&nocache=1


Privacy

https://www.private-ai.com/wp-content/webpc-passthru.php?src=https://www.private-ai.com/

wp-content/uploads/2022/06/Screen-Shot-2022-06-21-at-10.46.01-AM.png&nocache=1

MediaFutures: Research Centre for Responsible Media Technology & Innovation

https://www.private-ai.com/wp-content/webpc-passthru.php?src=https://www.private-ai.com/wp-content/uploads/2022/06/Screen-Shot-2022-06-21-at-10.46.01-AM.png&nocache=1
https://www.private-ai.com/wp-content/webpc-passthru.php?src=https://www.private-ai.com/wp-content/uploads/2022/06/Screen-Shot-2022-06-21-at-10.46.01-AM.png&nocache=1


Environmental harm

Estimated CO2 emissions from training com- mon NLP models, compared to familiar consumption. From Strubell
et al. (2019).
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Environmental harm

Consumer Renewable Gas Coal Nuclear

Amazon-AWS 17% 24% 30% 26%
Google 56% 14% 15% 10%
Microsoft 32% 23% 31% 10%

Table: Percent energy sourced from: Renewable (e.g. hydro, solar, wind),
natural gas, coal and nuclear for the top 3 cloud compute providers
(Cook et al., 2017). From (Strubell et al., 2019).
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Why should we care?

▶ AI models are often considered to be neutral and unbiased:
▶ can inaccurately project greater authority than human

expertise.
▶ reliance on algorithms can displace humans’ sense of

responsibility for their outcomes.

▶ Biased NLP algorithms can cause instant negative effect on
society.
▶ discriminate against certain social groups,
▶ shape the biased associations of individuals,
▶ exploit and reinforce the societal biases,
▶ can perpetuate unfairness.
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Why should we care?

▶ Language is (Hovy and Spruit, 2016):

▶ a proxy for our behaviour,

▶ a strong representation of individual characteristics,

▶ used as signal to portray personalities,

▶ used to identify with groups,

▶ “situated”: contain latent information about authors and
situations.

▶ All of this can be used to predict author characteristics,
profiling, and can influence model performance.
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Societal impacts of NLP

▶ Language is (an instrument of ) power.

▶ Close mutual relation between language, individuals, and
society

⇒ high societal impact.
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Societal impacts of NLP

▶ Dual-use problem (Hovy and Spruits, 2016; Bender et al.,
2020)

▶ intended use vs unintended consequences.

▶ “if a technology is available, it will be used” Ethicist Hans
Jonas.

▶ Freely available datasets and models:
▶ (Arguably) Good for democratising knowledge.
▶ No idea who are using it, nor how or for what.
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Takeaway message

▶ We need to be more aware of how our developed technologies
are appropriated by others.

▶ Impossible to measure current consequences due to
unprecedented scale and availability.

▶ Nobody may hold us accountable for unintended
consequences, but we have to recognise and alert which uses
of our technologies can be morally questionable.
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