
Narrative-Theme Navigation 
for Sitcoms Supported by 
Fan-Generated Scripts

Gerald Friedland, Luke Gottlieb, Adam Janin
International Computer Science Institute
Berkeley, CA
fractor@icsi.berkeley.edu



Motivation

• Record
• Store
• Play
• Random Seek
• Annotate Manually
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Navigation Capabilities: 1985



Motivation

• Record
• Store
• Stream
• Play
• Random Seek
• Annotate Manually
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Navigation Capabilities: 2010



Motivation
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Yahoo! Video Segmentation Task of ACM 
Multimedia Grand Challenge 2009: 

“Create navigation based on narrative 
elements”



Joke-o-Mat
v1.0
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Joke-O-Mat: Demo
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Idea

7

TV content already has 
strict formatting.
Audio markers in many sitcoms:

•Music: Scene change
•Laughter, applause: Punchline

•Duration gives ranking of 
punchlines

•Voices of the actors
•Dolby Surround



Idea
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Property I Love Lucy Seinfeld Big Bang 
Theory

Air-Date 1952 1995 2008
Length 25:19m 21:51m 19:40m
Speech pauses 10.7% 10.5% 11.4%
Speech time 1st actor 19.8% 19.4% 18.2%
# Speakers >3% time 6 6 6
Speaker turns/minute 12 11 12
Overlap 2.1% 1.8% 0.5%

TV content already has 
strict formatting.



Dolby Surround
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Implementation
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Narrative Themes:
•Dialog element = contiguos 
speech
•Punchline = speech followed 
by laughter or applause
•Top-n punchline = punchlines 
followed by longest laughter, 
applause
•Scene = segment inbetween 
scene transition music 



Implementation
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Objective Evaluation
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Sitcom DER Sp/Nsp
Seinfeld 23.25% 0.9%
Seinfeld (Dolby trick) 47.12% 0.3%
I Love Lucy 32.04% 0.06%
Big Bang Theory 41.70% 0.5%



Interface
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Subjective Evaluation
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Turing-test Evaluation 
• 10 “experts” from Appscio and 
Credit.com 
• 6 preferred automatic version (!)



Limits of the Approach

15

• Training data required (per sitcom, 
per episode)

• Manual labeling of actors names
• Sometimes not even enough 

training data for supporting actors
• Genre/Format-specific ontologies: 

What if there’s no laugh track?
• Doesn’t take into account what was 

said



First Idea: 
Use Speech Recognition
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Sitcom WER
Seinfeld: Soupnazi ~80%

Using state-of-the-art ASR.

=> What about a different solution...



Joke-o-Mat
v2.0
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Idea
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Get help with context:
•Close Captions (OCR)
•(Fan-generated) Scripts



Example: Closed Caption
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10.01 -> 13.21 -- WHERE’ WE GOING?

   TO THE RESTAURANT? 

   WHATEVER

14.72 -> 15.22 -- LET’S GO



Example: Script
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Jerry: Where are we going?

To the restaurant?

Elaine (to herself): Whatever...

Kramer’s appartment

===============================

Kramer: Um, let’s go now! <i>angrily</i>



Problems
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• Close Caption:
- No speaker attribution
- Not an exact transcription of 
speech
- OCR errors

• (Fan-generated) Scripts:
- No timings
- Usually no strict format
- Dialog mixed with meta-info

• Both:
- No indication for laughter 
(punchlines)



Idea
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Combine closed captioning and scripts 
by aligning them with the audio stream 
and correct errors by inference.



Joke-o-Mat 2.0 
Overview
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Text Normalization and 
Alignment
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Closed Caption
Text

Text
Normalization

Script Text Text
Normalization

Edit Distance
Alignment Segment

Times

Output: Segment start/end for script 
text iff begining and endwords align. 
Problem: Intrasegmental speaker 
changes.



ASR Forced Alignment I
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ASR Forced 
Alignment
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Only “clear” segments considered



GMM Training
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HMM Generation
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Input: Word-level timestamps of 
“unclear” segments

0

1:GARBAGEMODEL/0.6

13:Jerry/0.4

3:Jerry/0.5

23:Jerry/0.5

1:GARBAGEMODEL/0.6

32:Elaine/0.4

2:Elaine/0.5

42:Elaine/0.5

1:GARBAGEMODEL/0.6

54:Kramer/0.4

4:Kramer/0.5

6/14:Kramer/0.5

1:GARBAGEMODEL/0.6

10.01 -> 15.22

Jerry: Where are we going?

To the restaurant?

Elaine: Whatever...

Kramer: Um, let’s go now!



Segmentation
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Final Steps
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Result
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• Only limited training data required 
(laughter, music)

• Automatic labeling of actor names
• Almost perfect key-word level 

search
• In general: Case study for how to 

use found data



Evaluation
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False Alarms 14.0%
Missed Speech 8.2%
Speaker Error 2.4%

Table 1: Diarization Error Rate between fan-
sourced and expert-generated annotations as ex-
plained in Section 6. Word-alignment accuracy was
not measured.

everything Shout detected as non-speech is laughter. For-
tunately, the few segments that Shout incorrectly marked
as laughter were almost exclusively quite short (often a few
notes of music, the door buzzer, etc.), and are therefore not
used in the interface. Since our primary interest in laugh-
ter is to use its duration as an indication of how funny a
punchline is, we actually don’t even use segments marked
as laughter that are short in duration. For music detection,
we used pre-trained models as described briefly in Section 4.
An obvious extension would be to use visual cues in addition
to music detection for scene transitions.

5.4 Putting It All Together
The combination of normalization, text alignment, forced

alignment, HMM segmentation, and laughter detection yields
the start time and end time of each speaker in the script
and the start time and end time of almost all the words in
the script (minus the words of single-speaker segments that
failed to align). The events are used as input to the Narra-
tive Theme Analyzer. Figure 5 presents the final version of
the navigation as shown to the user. Together, this allows
us to use only the video and data found on the web plus a
small amount of time spent normalizing the data and train-
ing a laughter and music detector. Although the realiza-
tion presented is specific to the particular “found” data, the
techniques described are applicable to a wide range of tasks
where incomplete and semi-contradictory data are available.

6. EVALUATION
Anecdotally, the generated alignment based on the algo-

rithm presented here is very close to ground truth. In fact,
ground truth for many corpora are generated in a similar
way, although instead of fans, experts are used for the an-
notation. Therefore, one way to evaluate the quality of the
fan-sourced data is to compare it to“expert”annotation. We
measured this inter-annotator agreement in two ways: The
time-based Diarization Error Rate (DER) and a human sub-
ject study.

DER for the Seinfeld episode The Soup Nazi for the fan-
sourced annotations scored against the expert-generated an-
notations is presented in Table 1. The false alarms appear
to be caused by the fact that the closed captions often span
several dialog elements, even if there is some amount of non-
dialog audio between the two dialog elements. As a result,
the fan-sourced annotations include some non-speech in the
middle of single-speaker segments that the expert marked
as two distinct dialog elements. Many of these small non-
speech pieces add up to a fairly significant number. The
comparison of two human annotators might have resulted in
the same error. For that reason, and because of the lack of
expert annotation of the words, we refrained from measur-
ing word-alignment accuracy. The effect could be reduced

Prefer Fan-augmented 16%
Prefer Expert-generated 12%
No Preference 72%

Table 2: User preferences for the automatically
generated transcripts augmented with fan-sourced
scripts and expert-generated annotations. For more
details see Section 6.

by simply running a speech/nonspeech detector on the fi-
nal single-speaker segments and excluding the nonspeech re-
gions. However, as will be shown in the next Section, it is
unclear if this is necessary. Missed speech appears to be an
artifact of the forced alignment process, which sometimes
truncates words at the end of an utterance more abruptly
than an expert would do. This could be reduced by padding
the end of each utterance by a small amount, possibly at
the expense of increasing false alarms. The missed speech
may also be caused by backchannels (“uh huh”, “yeah”) that
the expert marked, but the fan-sourced scripts did not in-
clude. The very low speaker error rate indicates that when
both annotation methods indicate that an actor is speaking,
music is playing, or the (canned) audience is laughing, they
agree.

6.1 User Study
To measure whether the differences between the fan-sour-

ced and expert-generated annotations are relevant to the
Joke-o-mat application, we performed a user study with 25
participants. A web site presented the user with two ver-
sions of the Joke-o-mat interface, identical except that one
was generated from the expert annotations and the other
from the fan-sourced annotations. The order in which the
two versions were presented was randomized for each visitor.
The subjects were asked to browse the episodes, and then
select which version they preferred or “no preference”. The
results are shown in Table 2.

Most users expressed no preference between the fan-sourced
and expert-generated annotations. Those that did express
a preference were almost evenly split between the two. We
conclude that, at least for the Joke-o-mat application, there
is no substantive difference between the two methods of gen-
erating the annotations.

7. LIMITS OF THE APPROACH AND FU-
TURE WORK

Several of the limitations of the initial approach have been
addressed here, especially the previous need for extensive
manual training of speaker identification and speech recog-
nition. The new method does not need any further manual
labeling of actor names. However, the problem of insuf-
ficient training data for certain supporting actors still re-
mains. Also, laughter and scene transition music still mostly
have to be trained manually. Obviously, the method fails
when there are no closed captions and/or scripts. However,
for commercial use, the original scripts should be acquirable
from the original authors and closed captions are virtually
always available, at least in the United States and Europe.
Future work will include genres other than sitcom, since
many follow similarly strict patterns of narrative themes and
also have fan-provided content on the Internet (e.g. dramas

Turing test-like web interface study 
with 25 random users



Demo
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Problems Remaining
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• Sometimes not enough training 
data for supporting actors

• Genre/Format-specific ontologies: 
What if there’s no laugh track?

• What if there is no script/close 
captioning?



Future Work
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Other ideas

• Incorporate user feedback (social 
navigation)

•Find cross-links between episodes

•“Unweave” narrative threads



Acknowkledgements

35

Major work on Joke-o-Mat 
(especially 2.0):
- Adam Janin, Luke Gottlieb

“Turing Test” evaluation:
- People from Appscio.com and 
Credit.com

as well as various jurors and 
reviewers for constructive feedback!



Thank You!
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Questions?
www.icsi.berkeley.edu/jokeomat

http://www.icsi.berkeley.edu/jokeomat
http://www.icsi.berkeley.edu/jokeomat

