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A Manufacturer's View

Audio Over IP

Gregory Massey – Chief Technical Officer
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Agenda

Interoperability
Network Design
Expectations vs Reality
Summary
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Interoperability - Overview
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Standards 

AAC-LD
MP4 AAC-LC

HE-AAC HE-AACv2

MP2 AAC-LC

MP3

MPEG LII

MP2 LI

PCM16

PCM24

Enhanced 
apt-X

4SB

Ogg 
Vorbis

G.711

G.722

AAC-ELD
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Latency & Jitter

Packet delay through system
Rx Buffer depth(ms) vs Latency

Packet Arrives 
after playout time

Buffer Depth

Packet 
reordering
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Latency Stability

Latency Stability
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Denial of Service (DoS) attack

Overloading network traffic
Random/Sudden peaks in traffic
Network preparation
Firewall configuration

UDP floods

UDP floods include "Fraggle attacks". In a fraggle attack an attacker sends a large amount of UDP echo traffic to IP broadcast 
addresses, all of it having a fake source address. It is a simple rewrite of the smurf attack code.
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Clock Synchronisation
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Clock Synchronisation - GPS
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• Frequency Locked 
Network

• Overrun/underrun
potential 
eliminated

• Buffering for NTP 
minimized
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Bit Rate vs Packet Size

Bit Rate vs Packet Size
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Bit Rate vs Packet Size
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Network Delay

86ms 128 20ms
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Network Delay

92ms 384 20ms
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Network Delay

Encode/Decode/Encode/Decode – Eapt-X 16/48 Stereo
Two network delays
40 ms Buffering (2 x Rx)
Calculation = 40 + 8 + N = 86 Therefore N = 38 ms (19ms)
Calculation = 40 + 8 + N = 92 Therefore N = 44 ms (22ms)

MPLS



EBU – Geneva June 19th 2007 Gregory Massey Slide 15

Network Delay

Delay inaccuracy
Example
• Difference 3.2ms
• 6.4 ms return
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Open Issues

Aux Data/Relay and contact Closure
AES User Data
FEC 
Security - SRTP
STUN (Simple Traversal of UDP 
through NAT  
Keep alive packets
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Security

SRTP
• Encrypts payload only
• Based on Advanced Encryption Standard (AES) in counter 

mode (Mandatory) or F8 mode (Optional)
• Block based algorithm
• Simple XOR calculation
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Aux Data and User Data

GPIO GPIO

RS232/
RS422

HDR Audio+Aux

HDR Aux

HDR Audio+Aux

HDR Aux
RS232/
RS422

N x Bytes latency N x Bytes latency

Example: 9600 Baud: 1 Symbol per ms N byte 
packet introduces N ms latency

Packetisation delay
Latency
Loss of 
synchronisation
Independent vs 
inclusive packets
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AES User Data

Preamble Aux Data LSB                Audio Data           MSB V U C P

X Y Y YChannel A Channel B Channel A Channel B

Preamble

Frame 191

Sub-Frame Sub-Frame

Frame 0

Start of channel status block

Sub-Frame format

Frame/Block Format

ATM Packet format

IP Packet format

Protocol LSB                         Audio Data                     MSB V U C B AES47 Sub-Frame format

0 31

Payload

5 Octets 48 Octets

IP+UDP+RTP Header Payload

40 Octets 48 Octets

GFC/
VPI

VPI/
VCI VCI PTI/

CLP HEC
8 Fold increase 

in overhead 
over ATM

Increased 
payload 

capability

Possible reuse 
of AES 47 
packing 
structure
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Keep Alive packets

Link will time out if no packets are transmitted
Algorithm may lose lock without new data
Keep alive is minimum data content to keep link alive

kbps

Time

Silence

Bandwidth Usage
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Forward Error Correction

Based on simple XOR
Single packet Latency overhead
Protects from single packet loss

P1 P2 P3 P4 P5 Pkt n Pkt n+1 Pkt n+2 Pkt n+3

P1 P2 P3 P4 P5FEC 1 Pkt n Pkt n+1 Pkt n+2 FEC 
(n+2)/3

FEC 1
P=P1? P2? P3

FEC 1
P=P1? P2? P3

RTP Stream

RTP Stream with 
FEC
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FEC 2-Dimensional

(D- 1)L(D- 1)L DL-1DL-1(D- 1)L+2(D- 1)L+2

1100 L-1L-122

L+1L+1LL 2L-12L-1L+2L+2

2L+12L+12L2L 3L-13L-12L+22L+2

Pkt 3L+13L+13L3L 4L-14L-13L+23L+2

(D- 1)L+1(D- 1)L+1

FEC C0 FEC C2 FEC C1 FEC CL-1 FEC C0 FEC C0 FEC C2 FEC C2 FEC C1 FEC C1 FEC CL-1 FEC CL-1 

D rows

RTP Stream to 
Protect

(1/Fs) * (Compression Ratio) * Packet Size (Samples) * FEC Depth
(1/48kHz) * (4) * (256) * 4 = 85 ms 

FEC Depth * FEC Width Delay
85 ms * 4 = 341 ms
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Retransmission

Network Delay is additive
Rx Buffer required is substantial to mask delay
Increases network traffic – Possibly compounds packet loss
No guarantee of audio drop out

 

N ms 

N ms 
 

RTCP 

N ms 

Compressed audio stream Compressed audio stream 

ACK 
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FEC Performance

ProMPEG COP#3.1: Column Interleave FEC Percentage Recovered
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FEC Performance

(Equal to the sum of column 
and rows)

ProMPEG COP #3.2, Rox/Column Interleave FEC: Percent Unrecovered
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Packet Loss - Examples

512 byte packet 
• No Packet Loss
• 2% Packet Loss
• 5% Packet Loss

128 byte packet
• No Packet Loss
• 2% Packet Loss
• 5% Packet Loss
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Packet Loss Effects

Post impact 
response of 
packet loss
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Packet Loss Effects

Post impact 
response of packet 

loss



EBU – Geneva June 19th 2007 Gregory Massey Slide 30

Packet Loss Effects

Post impact 
response of packet 

loss
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Response to transients

Packet loss similar in response to step input
Priming delay – N Taps/N Samples

Z - 1 Z - 1Z - 1Z - 1Z - 1 Z - 1 Z - 1Z - 1

++ + + + + + +

N  x  T A P  F in i te  Im p u ls e  R e s p o n s e  F i l te r
C o e f f ic ie n ts  Ig n o r e d

N  S a m p le  P r im in g  D e la y

Im p u ls e  R e s p o n s e

R e s p o n s e  
te n d s  to w a r d s  

z e r oC H A R A C T E R IS T IC S
N o  F e e d b a c k  f r o m  p r e v io u s  o u tp u t
S im p le  D e s ig n
S ta b le  to p o lo g y
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NAT Traversal

Necessary in IPv4 to 
increase IP address 
limitations
Separates private and public 
IP addresses
Media and SIP addresses 
are conflicting after NAT
Call return is to wrong 
physical IP address 192.168.100.234:8000 40.4.4.40:9000

Private Network Address 
Space

Public Network Address 
Space

Router with Firewall
and NAT 

192.168.100.235:5004 40.4.4.40:9001

Signalling

MediaMedia

Signalling SIP Packet contains media IP address
192.168.100.235:5004

Media Physical address is translated
To 40.4.4.40:9001

10.5..1.1:8000

10.5.1.2.:8000

40.4.4.40:9000

40.4.4.40:9001

Private Network Address 
Space

Public Network Address 
Space

Router with Firewall
and NAT 
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NAT Traversal - Solutions

Universal Plug and 
Play (UPnP)
Simple Traversal of 
UDP through NAT 
(STUN)
Application Layer 
Gateway (ALG)
Manual Config
Tunnel Techniques

Security
Efficiency
Complexity
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NAT Topologies

NAT

Server

Server

Client

Full Cone NAT

NAT

Server

Server

Client

Restricted Cone NAT

NAT

Server

Server

Client

Port Restricted Cone NAT

NAT

Server

Server

Client

Symmetric NAT

“one to one” NAT. 
Requests from 
same internal IP 
address are 
mapped to same 
external IP 
address

Same as 
symmetric/full 
cone but with 
restriction on port 
numbers

Same IP mapping 
as full cone. 
External host can 
only send to 
internal host if 
internal host has 
previously sent.

Same source, 
different 
destination then a 
different mapping 
is used.
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Universal Plug and Play (UPnP)

Targeted at home 
office
Both NAT and VoIP 
clients must be 
UPnP enabled
Relies on NAT 
opening holes.
Holes under 
dynamic control of 
uPnP client

www.upnp.org
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Universal Plug and Play (UPnP)

IpIp telephony application listens for telephony application listens for 
incoming callsincoming calls

Application reApplication re--configures, Internet configures, Internet 
Gateways, NAT and Firewall on a Gateways, NAT and Firewall on a 
perper--call basiscall basis

Internet

Source:uPnP Forum
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STUN

Enables SIP client to determine if it is behind a NAT
STUN Server resides in public address space
Won’t work with symmetric NAT
Susceptible to port scan attacks

Media

STUN

Signalling

Stun Server Call Agent

Firewall/NAT
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ALG

Understands signalling messages
Modifies signalling addresses/ports

Firewall/NAT
SIP Aware 

ALG

Media
Signalling

Call Agent

ALG
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Tunnel Techniques

Tunnel servers in both public and private domains
Carries all SIP traffic/reconfigured firewall
External server modifies signalling

Tunnel 
Termination

Call Agent

Firewall/NAT

Tunnel Origin

Signallin
g

Media

SIP 
Tunnel

SIP 
Tunnel
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IP Addressing

Reserved
Broadcast

240.0.0.0 to 255.255.255.254
255.255.255.255

E

Multicast group Addresses224.0.0.0 to 239.255.255.255D

Reserved
Available
Reserved

192.0.0.0
192.0.1.0 to 223.255.254
223.255.255.0

C

Available
Reserved

128.0.0.0 to 191.254.0.0
191.255.0.0

B

Reserved
Available
Reserved

0.0.0.0
1.0.0.0 to 126.0.0.0
127.0.0.0

A

StatusAddress or RangeClass
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Testing/Evaluation

IP Network Performance
• Netdisturb (Omnicor) – Impairment emulator for IP 

networks
• http://www.omnicor.com/netest.htm

Monitoring and Debugging
• Ethereal – Network protocol analyser
• http://www.omnicor.com/netest.htm

Audio Performance
• Prism DScope 
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Test Network - Performance

Injection of faults
Monitoring of faults – Reporting of faults/statistics to user
Failure detection – Automatic evaluation of network performance
Protocol evaluation – Packet re-ordering/Jitter buffer performance –
Network delay handling

Packet Loss
Delay
Jitter

Monitoring
Evaluation

Reports

Unit Control/Setup

Netdisturb
ZTI Corp
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Thank you for listening


